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自己紹介
https://researchmap.jp/kitamoto/

•北本朝展（きたもと あさのぶ）
•国立情報学研究所 教授、ROIS-DS人文
学オープンデータ共同利用センター 
センター長

•情報学、人文情報学、データ駆動型
サイエンス（地球科学・防災等）

•オープンサイエンス：超学際的な共
同研究の展開
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メタデータとオープンサイエンス

• 巨人の肩（Shoulders of Giants）：人類の知の
積み上げに関する有名な言葉

• デジタルアーカイブ（DA）：肩の上に立つ手
段を提供

• オープンサイエンス（OS）：肩の上に自分の
貢献を積み重ねる手段を提供
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デジタルアーカイブ・ベーシックス 「メタデータ」のパースペ
クティブ, 池内有為／木村麻衣子 責任編集 (編), pp. 339-360, 勉誠
出版, ISBN 978-4-585-30306-0, 2025年6月

巨人の肩とデジタルアーカイブ・オープンサイエンス運動
―メタデータが円滑化する知の積み上げ



メタデータの論点

•知的生産物の粒度
•利用者の類型
•項目の類型
•専門性の類型
•付与の自動化

• システムによる自動化
• AIによる自動化

•再利用性
2026/2/2 JaLC 12「対話・共創の場」（第 回） 4



利用者の類型

1. 自分（自組織）：独自のメタデータ形式でもかまわな
いが、最初から相互運用性を想定しておいた方が技術
的負債になりづらい

2. 一般的利用者：流通を目的とするメタデータは、汎用
的な事項を対象として、相互運用性を考慮した形式に

3. 専門的利用者：より詳細な項目が対象、相互運用性に
ついては分野標準のメタデータ形式が存在すれば採用
し、なければ独自に作成する
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項目の類型
1. 基本メタデータ：データに関する基本的な情報。タイトル、作成
者や連絡先、ライセンス、データ形式など

2. 内容メタデータ：データの内容に関する情報。説明、キーワード、
要約、統計情報など

3. 来歴メタデータ：データの品質や信頼性に関する情報。データの
作成経緯や作成ツールなど

4. 管理メタデータ：データの管理に関する情報。担当者、所蔵者、
管理状態など

5. 利用メタデータ：データの利用に関する情報。ユースケース、利
用者、引用情報など
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専門性の類型

1. データライブラリアン的専門性：客観的な基本メタ
データや識別子をきちんと付与し、データに内在する
基本価値を引き出す

2. データキュレーター的専門性：利用者視点から見た
データの新たな価値を発見し、データの潜在的な利用
価値を引き出す

3. データアーキビスト的専門性：現在のデータを未来に
継承することで、データの長期的な価値を引き出す
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付与の自動化

1. システムによる自動化
• 使い回し：1回入力したメタデータを再利用（DOI連携等）
• 記録の自動化：デジタルプラットフォーム上で作業推進

2. AIによる自動化
• 統制的な内容メタデータ：AIにルールを教えることで、候補
から選択するプロセスの負荷を軽減

• 非統制的な内容メタデータ：AIが下読みして下書きを生成す
ることで、最初から入力するプロセスの負荷を軽減

• 特にメタデータに「正解」がない場合は有効
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メタデータは目的か手段か？

目的
1. メタデータはデータの
学術的説明であり、専
門知が詰まっている

2. 解題などデータの周辺
知識も含めた著作物と
して書く場合もある

3. ライブラリアンなど

手段
1. メタデータはデータを探
すための補助情報であり、
単体では使わない

2. メタデータはあくまで
データの付属物であり、
検索できれば構わない

3. 研究者など
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生成AIの登場

• Anthropic Claude 
• Webチャット
•主に調査・計画

• Anthropic Claude Code
•コーディングエージェント
•主にソフトウェア開発
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堅いメタデータと柔らかいメタデータ
堅い（固定的な）メタデータ
Hard Metadata
1. 標準的な共通スキーマに基
づき作成する

2. 標準化に基づき相互運用性
を担保する

3. 標準化のための合意には多
大なコストがかかる

4. 標準化できない情報は脱落
してしまう

柔らかい（可塑的な）メタデータ
Soft Metadata
1. 目的によってスキーマを柔
軟に使い分ける

2. 相互運用性はAIの橋渡しで
なんとかする

3. 事前の合意は不要であり、
利用者が最適化できる

4. 様々な情報を取り込み多様
化を推進できる
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つくし堂
AIによるメタデータ生成
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国文学研究資料館
大型プロジェクト（DDHプロジェクト）
https://lab.nijl.ac.jp/humanitiesthroughddps/
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300,000点の日本古典籍
（1868年以前）を、デジ
タル化し、オープンデー
タとして公開

日本文化のビッグ
データをどのよう
に活用するか？

https://lab.nijl.ac.jp/humanitiesthroughddps/
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ディープラーニング
によるくずし字認識
手法KuroNetを開発
1枚の画像の認識に約
1秒
条件が良ければ精度
95％



つくし堂
https://codh.rois.ac.jp/tsukushi/books/
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2025年12月公開

1. 古典籍を親しみやすく提供す
る「AI生成書店」

2. 古典籍の要約をOCRテキスト
とメタデータから生成

3. 古典籍のキャッチコピーを要
約と店員ペルソナから生成

4. 現代日本語を読みながら、古
典籍を発見できるサービス

https://codh.rois.ac.jp/tsukushi/books/


要約・タグ生成
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日本古典籍データセット
メタデータ（書誌情報）
https://codh.rois.ac.jp/pmjt/

日本古典籍データセットの
OCRテキスト（RURI利用）
https://codh.rois.ac.jp/miwo/

Anthropic
Claude 
Sonnet 4.5

プロンプト：
あなたは日本
の書店のプロ
モーション担
当者です。
・・・
メタデータ
OCRテキスト

要約・タグ



店員生成・担当割当
1. 書店の「店員」の名前、職
業、ペルソナをAIが生成

2. 各店員の得意分野を表す
キーワードをAIが生成

3. 割当が均等になるよう、AI
がキーワードを調整

4. 人数を7人から9人に増やす
作業にもAIは楽々対応
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キャッチコピー生成
1. 要約と店員のペル
ソナをプロンプト
に入れ、キャッチ
コピーをAIが生成

2. 書店のPOP風表示
も、プロンプトに
沿ってAIが生成
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関係記述
1. タグが共通する

2点の要約をプ
ロンプトに入力
し、2点の関係
記述をAIが生成

2. もっともらしい
文章が生成され
るため、もはや
幻覚かどうかの
確認も難しい
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計画→仕様書（Claude: Opus 4.5）
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仕様書→実装（Claude Code: Opus 4.5）
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全体のワークフロー

1. ウェブ版Claudeを利用して計画を開始。目標は仕様書
を作成し、マークダウン形式で保存すること

2. 様々な視点でAIと議論してアイデアを洗練させ、十分
に詳細な仕様書を作成。時間配分40-50%

3. Claude Codeに仕様書を読み込ませて実装を開始。数分
から数十分で初期実装が完成。時間配分10-20%

4. エラー処理や文言の微修正を重ね、システムの完成度
を高めていく。時間配分40-50%
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AI生成メタデータ

1. 要約、キャッチコピー、タグなどのAI生成メタデータ
を書籍IDごとに付与

2. メタデータは標準化されていないが、現代人にとって
読みやすいという明確な価値がある

3. 3000点以上の古典籍にキャッチコピーを付与すること
は、人間の専門家にとっては現実的でない

4. 正解がないメタデータに対しては、AI生成メタデータ
はゲームチェンジャーになる
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Mahalo Button
メタデータをデータセット利用事例に拡張
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Mahalo Button
https://mahalo.ex.nii.ac.jp/

1. Mahalo Button＝データセット公
開ページに設置するボタン

2. データ利用者やデータ公開（管
理）者：データ利用事例を登録

3. 潜在的データ利用者：データ利
用事例から学ぶことで、新たな
データ利用者となる

4. ボタンで利用事例数を集計し、
データ作成者の業績とする
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感謝のネットワーク

データセット
の公開ページ

https://mahalo.ex.nii.ac.jp/


DIASとMahalo Button
https://diasjp.net/information/topics/20211116/
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生成AIによる
データ登録支援
1. TitleとDescriptionを元
の論文から抜き出し
て、SummaryとTags
をAIが自動生成

2. メタデータを、人手
で整理せず自動的に
生成するため、作業
負荷が大幅に減る
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生成AIによる
データ利用支援
1. Mahalo Cardに登録し
た利用事例に生成AI
チャットが使える

2. プロンプトを変える
と、様々な内容の情
報が取得できる

3. データセットの潜在
的利用者を支援する
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AI Chatの仕組み
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Mahalo Card 
Database

Give Card

資料のローカル
識別子のリスト

コンテキスト：データ
利用事例のテキスト

プロンプト：ユーザが
入力したテキスト

プロンプト

大規模言
語モデル

LLM

データ利用事例のテキ
スト（資料のTitleと
Description）



NotebookLM
https://notebooklm.google.com/
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プロンプトなしで、自動的に音
声や動画・レポートなどを生成

アップロード
した資料を対
象に、生成AI
を活用する

https://notebooklm.google.com/


Mahalo Button→画像・音声・動画生成
https://notebooklm.google.com/notebook/929cdff7-d876-434e-8e6c-86305f00bbd5 
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マークダウ
ン形式

XMLスタイルシート

Google
NotebookLM

アップロード
RSS形式

NotebookLMへの
アップロードには、
マークダウン形式
が適している＝軽
量かつLLMが扱い
慣れている

https://notebooklm.google.com/notebook/929cdff7-d876-434e-8e6c-86305f00bbd5
https://notebooklm.google.com/notebook/929cdff7-d876-434e-8e6c-86305f00bbd5
https://notebooklm.google.com/notebook/929cdff7-d876-434e-8e6c-86305f00bbd5
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Context Engineering

2026/2/2 JaLC 12「対話・共創の場」（第 回） 33

AI
基盤モデル 出力

資料
PDF

書き起
こしTXT

プロン
プト

コンテキスト

検索結
果

基盤モデルは、コンテキスト
を入力とし、自身の知識も加
えて、出力に変換する機械

…



Text ProcessorとしてのLLM
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LLM
=

Text 
Processor

Context

Prompt

TextInput
Output

ここによい情報
をためることが
決定的に重要！



Contextの重要性
1. 現在の最先端LLMは高い言語能力を備えており、入力
を出力に変換するText Processorとして非常に優秀

2. 優れた参考情報（Context）と優れた指示（Prompt）
を与えれば、優れた出力が得られる

3. 参考情報を元に出力させることで、幻覚（ハルシネー
ション）の影響を軽減できる

4. 長さ制限のあるコンテキストに参考情報を詰め込む手
法がホットな研究テーマ（例：検索ベースのRAG）
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Mahalo Research
柔らかいメタデータの研究利用

2026/2/2 JaLC 12「対話・共創の場」（第 回） 36



Mahalo Research
https://dias.ex.nii.ac.jp/mahalo/research/ 

1. Mahalo Card（利用事例）
をもとに、DIASデータ
セットの発見を支援する
サービス

2. 要約、推薦、関連検索、
比較、プロフィールなど
の機能を、生成AIをフル
活用して実現
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データセット要約

1. データセットのメタデー
タとして、概要、価値、
応用分野の3項目を生成

2. どのデータセットもほぼ
同じ文字数に統一可能

3. 利用事例があると、特に
応用分野の記述が充実
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データセット推薦

1. 研究計画を入力すると、
それに適合するデータ
セットを推薦

2. 研究計画と類似する利用
事例をベクトル検索し、
ポイントごとに記述

3. Mahalo Card記載の参考文
献も掲載
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データセット比較

1. 2つのデータセットの共
通点と相違点を比較

2. データセットのメタデー
タに加えて、利用事例も
入れることで、多角的に
比較

3. 使い方や選択基準も合わ
せて提示
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プロフィール設定

1. 任意のウェブページを読
み込み、研究キーワード
や分野を分析

2. プロフィールを作成し、
それに近いデータセット
をベクトル検索

3. Mahalo Card記載の参考文
献も掲載
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生成AIのためのHOWメタデータ

1. Descriptive Metadata = WHAT
2. Contextual Metadata = WHY
3. Operational Metadata = HOW
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• 従来のメタデータは、何のデータセットか（WHAT）、
なぜデータセットが作られたか（WHY）が中心

• 今後の生成AI活用を見据えると、データセットをどの
ように使うか（HOW）に関するメタデータも必要



Operational Metadataの作成

1. ファイル形式と読み込み方法  

2. 列定義（名前、型、単位、値の
意味）

3. ファイル名パターン 

4. API使用例
5. 注意点・制約
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データの処理方法を記述するメ
タデータを、ソフトウェアから
自動的に抽出（Claude Code 
Skillsなども活用）



プログラムの自動生成
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1. プロンプト：台風経路を
描くスクリプトを作って

2. Pythonプログラムを生成

3. Pythonプログラムを実行

デジタル台風デー
タセット
https://doi.org/10.20
783/DIAS.664

Pyphoon2
https://github.com/ki
tamoto-
lab/pyphoon2

Operational 
Metadata
(HOW)

Descriptive 
Metadata
(WHAT)

Context

プログラムが
描いた図

https://doi.org/10.20783/DIAS.664
https://doi.org/10.20783/DIAS.664
https://github.com/kitamoto-lab/pyphoon2
https://github.com/kitamoto-lab/pyphoon2
https://github.com/kitamoto-lab/pyphoon2
https://github.com/kitamoto-lab/pyphoon2


AI時代におけるメタデータ再
考
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生成AI時代のメタデータ変容
1. これまで：厳密なスキーマに従った「堅い」メタデー
タでないと、相互運用性を確保できなかった

2. これから：生成AIは意味のギャップを橋渡しできるた
め、「柔らかい」メタデータの価値が増す

3. 流通を重視するシステム（DOIなど）は、固定的なス
キーマを用いて標準化を推進

4. 発見（ファインダビリティ）を重視するシステムは、
可塑的なスキーマ＋生成AIを用いて多様化を推進
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柔らかいメタデータへ
1. 非構造化データを構造化データに変換することは、

LLMが比較的得意とする分野
2. AIの入力データ（コンテキスト）を用意することは人
間にしかできない

3. 利用者のニーズをプロンプトに指定することで、利用
目的に最適な形式で生成できる

4. 多様なデータを保存し、AIが可塑的にメタデータを生
成すれば、人間もAIも得意分野に集中できる

2026/2/2 JaLC 12「対話・共創の場」（第 回） 47



AIと人間との新しい役割分担

2026/2/2 JaLC 12「対話・共創の場」（第 回） 48

多様な
データ

標準化できな
い情報は脱落

整理せずその
まま保存

AIが得意な構造
化をオンデマン
ドで実行する

人間が苦手な構
造化を事前に頑
張る

悪い役割分担

良い役割分担

• 現在のメタデータ作成方式は「悪い役割分担」に近い
• 良い役割分担への移行にはメタデータの再定義が必要

少ない情報をAI
が頑張って活用

人間が活用方法
を柔軟に決定



まとめ

1. 標準化に基づく「堅いメタデータ」は、メタデータ流
通においては依然として重要である

2. 多様化を後押しする「柔らかいメタデータ」は、生成
AIの活用と橋渡しにより新たな価値を生み出す

3. コンテキストに優れた参考情報を詰め込むことが、生
成AIの活用におけるキーポイントである

4. AIと人間との新しい役割分担に向けたメタデータの再
定義が必要である
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